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Abstract. An efficient method is presented for extracting motion
behaviors and contours of moving objects in a wide view and for cre-
ating panoramic background. In the field of making panorama, the
main goal of existing methods is to create a pleasing wide view.
For this purpose, such methods do not track moving objects. They
attempt to find optimal seams so that the result does not contain
cut objects or blurring. Hence, moving objects are removed, repeated,
or placed in an arbitrary location in the final panoramic image. We
expand panorama applications from artistic views to surveillance
usages. To investigate moving object behavior, the proposed method
attempts to find correspondences between positions of a moving
object in different selected frames by using SIFT features. It also
presents a new approach to combine various types of information
in order to extract the exact boundary of moving objects in moving
cameras. The required information is obtained from the moving
object’s corresponding areas in other frames. Experiments were
arranged to demonstrate the effectiveness and robustness of this
method. The results show that this method, which uses fewer frames,
is able to create better panoramic background compared with the
existing methods. © 2013 SPIE and IS&T [DOI: 10.1117/1.JEl.22.4
.041122]

1 Introduction

Creating a panoramic view is an interesting field of research
in computer vision, and a number of robust algorithms have
been proposed.'” Panorama synthesis has recently found
commercial applications,™* and attempts have also been
made to create panorama on some mobile phone devices.’
Creating a pleasing wide view is the main goal of many
methods. To achieve this, researchers do not detect behavior
of moving objects. They attempt to find optimal seams so
that the result does not contain cut objects or heavy blurring.
Hence, moving objects are removed, repeated, or placed in
arbitrary selected locations in the final panoramic image.>

In some applications, such as surveillance and traffic
monitoring, it is important to investigate the behavior of
moving objects in wide areas. Extracting the behavior and
contour of moving objects from a video in a wide area
and creating a panoramic background view are the main pur-
poses of this paper. In other words, we attempt to expand

Paper 13197SS received Apr. 14, 2013; revised manuscript received Sep. 30,
2013; accepted for publication Oct. 18, 2013; published online Dec. 5, 2013.

0091-3286/2013/$25.00 © 2013 SPIE and IS&T

the panorama applications from artistic views to surveillance
usages.

The main steps of the proposed method are (1) frame
selection, (2) identification of the difference between each
two consecutive selected frames, (3) finding correspond-
ences between regions of difference to detect the behavior
of moving objects, and (4) extracting the exact boundary
of moving objects using graph-cut technique and panoramic
background creation.

After frame selection, the proposed method calculates the
differences of all consecutive selected frames. Then it uses
areas with large differences to detect moving objects. We call
these areas regions of difference (RoDs). In the next step, the
correspondences between RoDs are detected. These corre-
spondences are necessary for the algorithm to track moving
objects in the scene.

Frame differencing is inadequate for exact boundary
detection. Thus, this paper presents a new approach to extract
the exact contours of moving objects in moving cameras. For
this purpose, it segments the corresponding RoDs and then
converts the moving objects boundary extraction problem to
the binary labeling of these segments. It uses various types of
information that are obtained from corresponding RoDs,
which are the positions of a moving object in other frames,
for labeling process.

The graph-cut algorithm® is widely used to solve label-
ing problems in computer vision. In labeling problems, a set
of pixels or segments is labeled in such a way that an energy
function in the standard form of Eq. (1) is minimized.

E(L)=Y D,(L,)+ > V,oL,Ly). (D
(
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In this equation, P is the set of segments, L is the set of
labels, and N is the set of all pairs of adjacent segments.
D, (L,) represents the cost of assigning label L, to segment
pand V, . represents the cost of assigning different labels to
the adjacent segments of p and g. Labeling RoDs in segment
level is faster than labeling them in pixel level. It also reduces
sensitivity to noise. After detection of moving objects’ boun-
daries, background is constructed from key frames by the
removal of moving objects.

The next parts of this paper are organized as follows.
Section 2 reviews the related works. Section 3 describes
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the proposed method. Experimental results are shown in
Sec. 4, and the conclusion is given in Sec. 5.

2 Related Works

The algorithms for generating panorama usually have two
main steps in the literature: image alignment and blending.
Image alignment is an important part of these algorithms,
and its methods can be categorized in two groups:' direct
(pixel-based) methods and feature-based methods. With
innovation of robust features, like scale invariant feature
transform (SIFT) (Refs. 2, 10, and 11), feature-based meth-
ods have become more popular particularly since they are
robust in the existence of moving objects in the scene.

After matching the images that participate in a panoramic
view, blending is a necessary step to overcome some artifacts
made by misregistration errors, exposure differences, vignet-
ting, parallax, lens distortion, and moving objects in the
scene. Transition smoothing and optimal seam selection
are two main approaches for this purpose. Multiband blend-
ing'? is a robust transition smoothing technique that blends
low-frequency bands of images over a large space and high-
frequency bands of them over a short space. Brown and
Lowe? have used this method for blending step in their effi-
cient fully automatic image stitching method. Levin et al."?
stitched images in the gradient-domain to avoid exposure
differences. The transition approaches create ghosts in situa-
tions where large motions exist in the scene.

The optimal seam selection approaches'“™'° place a seam
between two images in a region where transition from one
image to another is not visible. In this way, a moving object
is set to be remained in the image or removed entirely.
Uyttendaele et al.'” extract RoDs among aligned images
by image subtraction and fill them from one image to prevent
ghost creation. They do not detect moving objects in the
RoDs. A fast moving object may cause two nonoverlapping
RoDs, which are investigated separately. In each RoD, the
corresponding object may be retained or removed. To pro-
duce a panoramic image, Zhu et al.'® use all frames of
a video. They detect initial positions of moving objects by
image differencing and apply active contour model to refine
moving objects’ boundaries. They use a region grouping pro-
cedure after image differencing because the displacement of
a moving object in consecutive frames is small and the mov-
ing object may correspond to several disconnected nearby
regions. The global motion of the camera is panning and
zooming in their method. Mills and Dudek® use both optimal
seam selection and multiband blending methods to combine
two images. To stitch more than two images, first the two
best-matched images are selected to stitch and then, in an
iterative process, the next best image that can be matched
to one of them is selected and stitched to the mosaic.

The aim of almost all of the works mentioned above is to
generate a pleasant and clear panoramic view from images.
They do not extract moving objects, which may result in
a moving object being removed or repeated in the final
view. Objects should not be intersected by seams and ghost-
ing and blurring should not occur.

In a pleasing panorama, seams between original frames
are not detectable by viewers and the final image clarity
is not lower than them. As mentioned before, several algo-
rithms have been developed for this purpose. However,
almost all of them have not evaluated their results

quantitatively.>>> The proposed algorithms in the literature
use different policies to synthesize the panoramic view, and
as a result their products may be different in view point,
scale, position of moving objects in the final view, etc.
This is why it is difficult to evaluate them quantitatively.

In addition to creating pleasing panoramas, the proposed
method finds the exact contours of vehicles, which are useful
in traffic monitoring. In other words, our method attempts
to extract foreground objects in the videos captured by
moving cameras. For this purpose, some papers proposed
methods to model the reference background image, but back-
ground modeling of outdoor scenes remains a very difficult
problem. "’

Lim et al.” developed an algorithm to extract the contours
of nonrigid objects in videos captured by moving cameras.
They did not use an exact registration method. But similar
to our method, they use graph-cut to combine two types of
information and extract exact contours. They use all frames
and apply graph-cut in pixel level, which makes it more time
consuming.

3 Algorithm Overview

3.1 Frame Selection

A video sequence consists of several hundred frames.
Consecutive frames have large overlap areas, and as a result,
creating a panoramic image from these frames, which do not
provide much information, is a very time-consuming proc-
ess. Moreover, subtracting consecutive frames causes frag-
mentation of moving objects that have large portions with
smooth textures. Due to this fact, this algorithm uses the
method proposed in Ref. 21 to extract suitable frames
from a video for panorama generation. The camera motion
is predicted in Ref. 21 and frames with a suitable overlap are
selected as key frames. If the distance between the numbers
of two key frames is high, this method also aligns one or
more frames between these two key frames for correcting
prediction of camera motion.

Our proposed algorithm considers all the aligned frames
in Ref. 21 to investigate the behavior of moving objects.
However, only key frames participate in the generation of
the panoramic view. In other words, a high distance between
two key frame numbers states that the time interval between
them is large and the camera moves slowly. Therefore, we
need some extra frames between them to detect moving
objects’ behavior in this interval. SIFT features and
RANdom SAmple Consensus (RANSAC) methods are used
in Ref. 21 to estimate the homography matrix between
frames.

3.2 Identification of Regions of Difference

Determining the difference between frames is a common sol-
ution to find moving objects. For reaching this goal, each two
consecutive selected frames are aligned and the pixels in the
overlap area, which have large differences, are considered
candidates for RoDs. The proposed method uses the infor-
mation obtained from SIFT features to find suitable adaptive
thresholds and refine candidate pixels for RoDs. SIFT is
a local descriptor, and therefore, it can be assumed that
there is no moving object around the corresponding SIFT
features in two consecutive selected frames. The proposed
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method uses these features to create a mask and searches to
find the moving objects in the area out of the mask.

Camera motion may cause the variation of illumination
in a video sequence. In this situation, adaptive difference
threshold leads to better results. For this purpose, the
mean difference of corresponding SIFT points is used as
a criteria to determine the adaptive threshold. The steps of
RoDs identification are as follows:

a. Corresponding SIFT features are extracted from two
consecutive aligned frames.

b. To create a mask, a 10 X 10 window is centered on
each SIFT feature at first. Then a morphological
close operation is applied on the whole mask to pro-
duce a more smoothed mask.

c. The mean difference of corresponding SIFT points
(MD) is determined as a criteria for threshold (T).

d. Pixels are selected if they meet the following three
criteria: they are in the overlap area, they do not
fall in the mask, and their difference is greater than
T =2.5xMD.

e. The small connected components are removed and
after that the morphological close operator is applied
to the remaining blobs.

f. Blobs that are extracted fromthe i, i — 1 and i, i + 1
difference form the RoDs of frame i. If two blobs
have a common area, the method merges them and
produces a single RoD with a specified common
area (CA). Figure 1 shows some of these steps,
executed on two selected frames of a video sequence.

3.3 Finding Corresponding Areas Between RoDs

Since this method processes a few frames of a video, the rela-
tions between RoDs in two consecutive selected frames must
be determined to detect the trajectories of the moving objects
and extract background. It should be mentioned that the dis-
tance between the image positions of the same object in two
consecutive selected frames may be high so that the detection
of correspondences would not be done easily. This would
be even harder in the presence of multiple moving objects.
The proposed method finds correspondences between
RoDs using SIFT features. SIFT features of each RoD in
frame i are matched to SIFT features of each RoD in
frame i+ 1 and i—1. Two RoDs are correspondent if
RANSAC method finds a projective transform (H) between
them. This concept is shown in Fig. 2, in which red and blue
lines show matched features but only blue lines indicate
geometrically consistent features (RANSAC inliers). If
RANSAC fails to extract H or the matched SIFT features
between two RoDs are <6, translation transform is used
to detect corresponding RoDs.

As shown in Fig. 2, sometimes only a section of a moving
object exists in the image (it occurs in conditions where the
moving object enters into a frame or exits from it). There are
other situations in which objects are changed in scale and/or
rotation. SIFT features are robust in these situations.

It is assumed that moving objects move in such a way in
the scene that there is up to one moving object in each RoD
without any occlusion.

()

Fig. 1 (a) and (b) Two consecutive selected frames.
(c) Corresponding SIFT features in one frame. (d) Mask obtained
from SIFT features. (e) Regions of difference (RoDs) between
them.
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Fig. 2 Corresponding SIFT features. Blue lines indicate RANSAC
inliers and red lines indicate RANSAC outliers. SIFT features are
robust under rotation and scale variations.

An RoD in frame i that has no corresponding RoD is
considered as background and is removed, if its overlap
RoD in frame i + 1 or i — 1 has a corresponding RoD. In
other words, a moving object is in frame i—1 or i+ 1
and its silhouette is in frame i.

3.4 Extracting the Exact Boundary of Moving
Objects Using Graph-Cut

The difference between selected frames alone is not enough
to separate moving objects. In some situations, RoDs consist
of both moving object and parts of background. For example,
if a moving object moves slowly, its position in frame i may
overlap with its position in frame i 4+ 1 as shown in Fig. 3.
Furthermore, it may be possible that multiple objects pass
from one area of the scene as seen in Fig. 4. In this figure,
three consecutive selected frames are shown in R, G, and B
color components.

To determine the exact position of moving objects and
construct a pleasing panoramic view, the exact boundary

Fig. 3 A moving object and its RoD. lts position in selected frame i

overlaps with its position in selected frame i + 1.

Fig. 4 Three consecutive selected frames are shown in this figure
with different colors. Red figure is the first frame, green figure is
the middle, and blue figure is the last one. There are two different
cars inside the circle.

Algorithm 1 Steps to extract exact boundaries of moving objects.

Segment all RoD blocks
FBmat— Preprocessing
repeat

FBmat{i}« Graph cut(FBmat{i})

until all RoDs are processed

of them must be specified. Algorithm 1 shows the steps
of the proposed method for exact boundary extraction.

In the first step, the algorithm obtains a surrounding box
for each RoD and segments it. The surrounding box of each
RoD is its bounding box that expands 15 pixels in each side.
There are many algorithms for segmentation. Watershed*” is
a region-based segmentation method and has been exten-
sively used in the literature. However, it may result in over-
segmentation and needs a preprocessing or postprocessing
step to overcome this drawback.'®?® The robust region-
based mean shift segmentation®* algorithm is used to seg-
ment the RoDs. The mean shift algorithm preserves the
desirable discontinuity characteristics of the image.

In the remaining steps, these segments are labeled as parts
of the moving object or background.

The preprocessing step uses the information obtained
from SIFT points (previously calculated in step 1 of
Sec. 3.2), marginal area around bounding box, and CA
(explained in step of Sec. 3.2) for the initial estimation of
segment labels. A segment is considered as a part of moving
object and labeled 1 in the following conditions: (1) a SIFT
point falls in the segment or (2) at least half of its area is
placed in CA. The segment is considered as background
and labeled O in the following conditions: (1) some part
of the segment is placed inside the marginal area (an area
around the bounding box inside the surrounding area) or
(2) more than half of the area is placed out of RoD.
Otherwise, the segments are labeled —1. The label —1
expresses that the preprocessing step cannot determine an
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(d)

Fig. 5 (a) The moving object. (b) lts RoD is shown with red color and
common area is shown with white color, the black box is bounding
box, the dotted lines show the surrounding box. (c) The result of
mean shift segmentation and SIFT feature. (d) The red area shows
segments labeled 1, the green area shows segments labeled 0,
and the black area shows unknown segments (label -1).

initial label for that segment. Figure 5 shows a moving object

and the output of preprocessing function on it.
All RoDs are preprocessed and their labels are saved
in Foreground Background matrix (FBmat). After the
|

preprocessing step, in each iteration of the repeat loop,
one RoD is selected and its labeling is optimized by
graph-cut algorithm. Some papers run graph-cut method
in pixel level.'** Gracias et al. show in Ref. 16 that use
of graph-cut in region level greatly reduces the search
space for finding seams without affecting the quality,
when compared to searching over all individual pixels in
the overlap zone. So we use it in region level in this paper.

As seen in Eq. (1), we need D and V matrices to run
graph-cut for labelling segments with minimum energy.
D, (0) represents the cost of assigning label 0 to segment
p,and D, (1) represents the cost of assigning label 1 to seg-
ment p.

This algorithm considers the dissimilarity between seg-
ment p and its similar area in corresponding RoD as the
cost of assigning label 1 to segment p. An RoD in frame
i can correspond to an RoD in the previous frame (i — 1),
and we refer to it as CrspPRoD (corresponding previous
RoD). Similarly, it can correspond to an RoD in the next
frame (i + 1), referred to as CrspNRoD (corresponding
next RoD) (Fig. 6). If p’ and p’’ are corresponding areas
of p in CrspPRoD and CrspNRoD, D,(1) is obtained
from Eq. (2):

D,(1)

minldist(p, p’),dist(p,p'’)] if plabeled — 1,
=40 if plabeled 1,
maxdist if plabeledO.

(@)

The dist function estimates the distance between two
areas. It is explained in Sec. 3.5. The maximum dissimilarity
obtained for segments with label —1 is considered as
maxdist. It is possible that an RoD may have only one cor-
responding RoD, CrspPRoD or CrspNRoD, not both. In this
situation, Eq. (2) becomes simpler and does not need to
calculate the minimum.

Segment p has a corresponding area in frame i — 1 and
i 4+ 1, which is referred to as /p and np, respectively. The
cost of assigning label 0 to segment p, D,(0), is obtained
from Eq. (3). Some segments in RoD that are referred to
as pb, are labeled as background in the preprocessing
step (x is the index of the background segments). In some
situations, a background area divides into few segments
by a moving object. It is possible that some of these segments
are labeled as background in the preprocessing step. So the
dissimilarity between pb, and p are calculated in this equa-
tion to increase the precision of labeling.

min[dist(p,lp),dist(p,np), dist(p, pb,)] if plabeled — 1,

D,(0) = { maxdist

0

V .4 represents the cost of assigning different labels to
the adjacent segments of p and g. The proposed method
uses the Euclidean distance (Edist) between the centers of

if plabeled1, 3)
if plabeledO.

|

two segments to estimate matrix V. Equation (4) shows
this concept. a is a coefficient, which is determined rel-
ative to the size of moving object’s segments.
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H frame

Hzop

Fig. 6 Two consecutive selected frames. Left image is frame i and right image is i + 1. Hame Maps two consecutive frames and Hg,p maps two
corresponding RoDs. p; and p, are mapped onto np; and np, under Hy,me and mapped onto p;’ and p}’ under Hgqp, respectively. p; is a segment
on moving car and p, is a segment in background. So D4 (1) is less than D,(0) and D, (0) is less than D, (1). pb; and pb, are two segments that are

labeled as background in preprocessing step.

a
V,,(0.1) =V,,(1,0) = , .4
p*‘i( ) p!q( ) 1 + Edlsr(pcemer’ qCCl’ltCT) ( )

After the above calculations, V and D are normalized (« is
multiplied after normalization) and graph-cut algorithm is
run. Graph-cut minimizes the labeling energy and extracts
the exact boundary (labeling) of moving objects.

3.5 Estimating the Distance Between Two Areas

The proposed algorithm needs a region description method
to describe similarity between segments. The covariance
descriptor’®?’ is a good means for this purpose because it
is robust against scale and large rotations. Porikli et al.”®
used this matrix as a region descriptor for the first time.
Using this feature, we are able to fuse different types of
low-level features into a small two-dimensional matrix effi-
ciently. This matrix can be calculated fast based on integral
images.

The pixels of a window that is centered at the center of
a segment are used to construct the covariance descriptor.
The width of a window varies between 10 and 30 pixels
depending on the size of a segment. To extract this feature,
each pixel of a window is converted to a nine-dimensional
vector F(x,y).

F(x,y) =[x,y,R.G,B.|I,

L

IXX ’

Iyl ©®

) ’

In this vector, x and y represent the location of the pixel,
R, G, and B are color components, and [ is pixel intensity.
I.1,,... are intensity derivatives.The covariance of
these vectors composes a 9 X 9 matrix to characterize the
segment,26

The proposed method maps the center of each segment to
its corresponding area (RoD and background) in the other
frame using Hy,p and Hy,y,e, respectively, and makes this
point as the center of window. The size of this new window
is equal to the size of the segment window. This window
is considered as the corresponding area of the segment
and its covariance descriptor is calculated for similarity
measurement.

The covariance matrix space is not a vector space; there-
fore methods based on arithmetic differences cannot specify

the difference between two covariance matrices. In this
paper, the distance metric that is proposed by Foerstner
and Moonen® [Eq. (6)] is used to calculate the dissimilarity
between two covariance matrices (p; and p,). In this equa-
tion, {A;(p1,p2)},i—1 . are the generalized eigenvalues of

p; and p,.

dist(py, p2) = 2i(p1. pa). (6)

As shown above, for calculation of the covariance
descriptor, a feature vector [such as Eq. (5)] must be speci-
fied. For this purpose, different papers use different feature

Table 1 Various types of feature vectors used in covariance
descriptors.

27 F(X,y):[X,y,‘/XL‘/yL l)2<+l?/t|lxx‘r|lyy‘r arctan }%H
26 F(x,y) = [x,y,R, G, B, Ii|, Iy, [xx, 11y ]

28 FOy) = 6y, Ll Iy

30 F(ny) = [Ff, GBI, ly, Lxxs lyy]

Table 2 Specifications of the four experimental videos.

Video no. 1 2 3 4

Total number of frames 226 432 405 151
of the video shot

Number of aligned frames 12 24 23 9
Number of key frames 4 10 8 8
Number of moving objects 1 22 4 2

20ne of these two objects was not detected; the reason is explained in
Sec. 4.6.
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vectors. Table 1 shows some of them. In the results section,
their efficiencies are evaluated and compared.

4 Results

The proposed algorithm was implemented in MATLAB®,
and some experiments were arranged. All video sequences
were captured in a 360 X 640 resolution. The specifications
of four videos are listed in Table 2. Key frames are extracted
from these videos using the method described in Ref. 21. In
the following subsections, we illustrate the results of our
experiments and compare our results with existing methods.

4.1 Variable Threshold for Frame Differencing

As described in Sec. 3.2, camera motion may cause the varia-
tion of illumination in a video sequence. In this situation,
the proposed method uses adaptive difference threshold
to obtain better results (explained in step 4 of Sec. 3.2).
Table 3 shows variations of threshold (T') for different videos
to find RoDs.

4.2 Selecting Suitable Feature Vector for Covariance
Descriptor

As mentioned in Sec. 3.5, different papers use different fea-
ture vectors to establish the covariance descriptor. Regarding
this fact, an experiment has been set up to measure the effi-
ciency of each vector in our application. Each segment of
a moving object is considered, and its similarity to its cor-
responding regions in the background and the moving object
are specified. The best feature vector produces a higher
difference between these two similarities. The average of
differences of these two similarities for segments of a mov-
ing object using various feature vectors can be found in
Table 4. Details of each feature vector are given in Table 1.

Table 3 Variations of threshold (T) in different videos.

Video no. 1 2 3 4

Min 67 47 60 42
Max 125 137 90 200
Mean 90 77 73 84

Table 4 The efficiency of various feature vectors used in covariance
descriptors.

Video no. 1 2 3 4
Object no. 1 1 1 2 3 1 2
27 126 168 136 0.81 0.78 2.88 1.35
26 1098 323 253 165 424 766 7.97
28 509 285 224 152 1.73 547 4.16
30 10.11  2.61 2.51 163 259 6.78 8.74

Note: The bold values are the maximum value of each column.

As is seen, color features, pixel locations, and gradients are
good features for this purpose.

4.3 Extracting Moving Objects’ Contours

As mentioned before, the proposed method uses graph-cut
algorithm to optimize segmentation results. Matrix V,
which is used in the energy function [Eq. (1)], shows the
cost of choosing two different labels for two neighboring
segments. As introduced in Eq. (4), this cost is dependent
on the Euclidean distance of the two segments’ centroids.
Since the moving objects have different distances from
the camera and their segments have different sizes, it
seems that applying such cost for all moving objects does
not produce the desired result. Therefore, a parameter a is

Table 5 Average size in pixels of moving objects’ segments in
different videos.

Video no. 1 2 3 4

Object no. 1 1 1 2 3 4 1 2

Mean 98 125 140 65 91 106 175 155

Table 6 Accuracy of different methods in the extraction of moving
objects’ contours (%).

Video no. 1 2 3 4
Object no. 1 1 1 2 3 4 1 2
Region of 742 716 815 86,5 918 752 844 791
difference

Covariance 912 90.3 93.6 87.74 91.1 97.8 84.8 929
descriptor

Graph cut 91.1 954 938 89.0 902 986 89.6 923
with a =1

Graph cut with 92.3 95.7 93.1 89.2 88,5 98.6 89.9 925
a relative to
object size

90

Accuracy
~
(9]

60

—a— Difference

= 4 = Region Distance
Graph Cut

1 2 3 4 5
Frame Number

Fig. 7 Accuracy of the proposed method for extracting the moving
object in video 2 in each selected frame.
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considered and multiplied to the V value. This parameter
is dependent on the size of the moving objects. The
algorithm was run once with a=1 and once with
a = (Mean of segment pixels) /100 to study the effect of
this parameter. Table 5 shows the average segment sizes
of different moving objects. Table 6 shows the average accu-
racy of different methods for extracting the moving objects’
contours. To calculate the accuracy, we consider vehicles’

contours, which are selected manually as ground truth,
and then a bounding box that contains the RoD and the
ground truth is specified. In this box, the contour accuracy
is considered to be the ratio of the number of correctly
labeled pixels to the total number of pixels.

The third row of Table 6 shows the accuracy of RoD that
is acquired by differencing consecutive selected frames. In
the fourth row, the labeling accuracy of covariance region

Fig. 8 Left column shows the foreground truth, middle column shows the RoDs, and right column shows the results of graph cut algorithm.
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descriptor is given. The last two rows contains the results of
the graph-cut method, with and without considering the
object size. As shown in this table, the enhancement acquired
by using parameter « is not considerable.

Figure 7 shows the accuracy of the proposed algorithm for
extracting the moving object in each key frame of video 2.
The red line illustrates the ability of frame differencing
method in retrieving the contour of the moving object.
The blue line gives the accuracy of extracting the moving
object using covariance descriptor similarity, and the green
line shows the results of the graph-cut method.

Figure 8 shows the results of the exact boundary detection
for several moving objects. The left column shows the fore-
ground truth, determined manually. The middle column
shows the RoDs obtained from frame differencing. The
results of graph-cut method are shown in the right column.
As it can be seen, this method considers shadows as parts of
moving objects. The directions of vehicles may change on
the road, which makes the type of moving objects not
fully rigid. But our method can handle such objects.

Active contour is one of the most effective methods for
extracting moving objects’ contours. There are different
active contour models in the literature. In the first step of
this method, a closed contour is created around the object.
This contour is evolved step by step until it is completely
aligned to the object edges.

Most active contour methods extract the object’s contour
without using the information about the positions of moving
objects in the previous and the next frames. Therefore, when
the moving object has several segments with different tex-
tures, active contour algorithms would have problems in
finding region boundaries.

Chan and Vese®! have introduced a level-set active con-
tour method, which is noise tolerant. It works well in cases
where images are blurred and object edges are not clear in the
gradient image. We have used Chan and Vese’s method for
extracting object boundaries in moving camera and com-
pared its results with our results.

To this purpose, for each moving object in each selected
frame, a surrounding rectangle is considered. Then this rec-
tangle is extended 5 pixels from each side and is used as the
initial contour in Chan and Vese’s algorithm. Performance of
the algorithm for several objects is shown in Fig. 9. As can be
seen, the efficiency of the algorithm in finding the contour of
the moving object is clearly low.

4.4 Creating Panoramic Background

The panoramic views of all videos with the trajectories of
moving objects obtained from the proposed method are
shown in Fig. 10. We have used a simple bundle adjustment
technique to produce the panoramic backgrounds. More
powerful techniques can be used to create better results.

Background subtraction is one of the most common meth-
ods for moving object extraction. In this method, background
is modeled using the information of all video frames, and the
moving object is extracted by differencing each frame from
the background model. There are many different methods for
background modeling that are robust a%ainst noise and
changes in illumination.*> Colombari et al.** use this method.
They assume camera motion and therefore align all frames
for background modeling. The value of each pixel in the
panoramic background is set to the median of the corre-
sponding pixels in different frames.

Fig. 9 Performance of the algorithm presented in Ref. 31 for extraction of some objects’ contours.
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In the presence of camera motion, background modeling
is not a good method to construct panoramic back-
grounds.*** This is because misregistration errors cause
the results to become blurred. Figure 11 shows the pano-
ramic background of video 1, which is constructed using
the Colombari’s method. As can be seen, the final image
is blurred and does not have a good quality because of
alignment errors. To evaluate the sharpness, we used the
no reference sharpness metric Q, which was presented
in Ref. 35. Its values are 19.12 and 24.4 for Fig. 11
(Colombari) and Fig. 10(a) (our method), respectively.
The greater Q shows the sharper image.

Figure 12 shows panoramic views of videos, which were
created by AutoStitch software.” This software uses the
multiband blending method'? for panorama generation.

Fig. 11 Panoramic background of video 1, which is constructed using
Colombari’s method.
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Fig. 12 Results of the AutoStitch software. (a) to (d) Panoramic views of four videos extracted from all frames of videos 1 to 4. (e) Panoramic view of

video 4 extracted from key frames.

It is worth noting that AutoStitch has produced the best
results among the algorithms evaluated by Refs. 36 and 37.
In Fig. 12(d), AutoStitch extracts the panoramic view from
all frames of video 4, but due to the large number of frames
and memory limitations, only one third of the frames of
videos 1 to 3 were used in (a) to (c). It can be said that
AutoStitch uses multiband blending background modeling
to extract panoramic background and find pixel values.

Table 7 Comparison between the runtime of the proposed method
and AutoStitch (in seconds).

Video no. 1 2 3 4
Proposed method 36 70 68 53
AutoStitch 47 96 84 104
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Fig. 13 Two consecutive selected frames of video 2. No relation between the images of the yellow car is detected.

As mentioned before and as can be seen in Fig. 12, this
blending method can avoid the blur but still cannot com-
pletely eliminate the moving objects. Therefore, the results
of our method (Fig. 10) are preferable. Only the selected key
frames of video 4 are used to create the last panoramic
view (e).

4.5 Runtime

Table 7 shows the required times for the proposed method
and the AutoStitch software to create panoramic background
for different videos (Figs. 10 and 12, respectively). Although
the AutoStitch software was developed in C++, as seen in
this table, the proposed method written in MATLAB® is
faster. The experiments were performed on a laptop with
an Intel core 2 duo 2.5-GHz CPU.

4.6 Limitations

Sometimes, it is possible that the corresponding SIFT fea-
tures cannot be found between two corresponding RoDs.
In this situation, RoDs are removed from frames to create
a pleasing panoramic view, but the trajectory of the moving
object cannot be recognized by the proposed method.
Figure 13 shows this situation in video 2. The yellow car
moves fast contrary to the camera motion. Although these
two regions have similar color, there is no common area
between them to establish a correspondence.

There is no limitation in the number of moving objects in
the scene, but the proposed method does not handle the
occlusion problem.

In Fig. 10(d), some parts of the moving object are seen in
the panoramic background. As shown in Fig. 14, in the final
frame (the green frame), some parts of the moving object are

Fig. 14 Two final selected frames of video 4. Some parts of the
moving object are located outside the overlap area.

located outside the overlap area and, therefore, the algorithm
is unable to remove them. Lack of information and error in
the detection of the moving object’s boundary make the
black blob in the top-left corner of the final panoramic
view of video 4 (no information for that area).

5 Conclusion

We presented a method to extract motion characteristics and
contours of moving objects in a wide view and to create
panoramic background. In other words, we attempted to
expand panorama applications from artistic views to surveil-
lance usages. The proposed method detects positions of
vehicles using RoD correspondence between each two con-
secutive selected frames. It uses SIFT features to find corre-
sponding RoDs and discover positions of moving objects in
other frames. These correspondences are necessary for the
algorithm to track vehicles in the scene. Frame differencing
is inadequate for moving objects separation. Thus, the pro-
posed method combines various types of information to
extract the exact boundary of moving objects in moving cam-
eras. The contour extraction method is robust since it uses the
information of moving objects in other frames. Finally, frame
selection and running the graph-cut method in segment level
make the proposed method faster.
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